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ABSTRACT

Traditionally, adaptabilityin communicatiorframevorks hasbeen
restrictedto predefinedchoiceswithout taking into consideration
tradeofs betweerthemandthe applicationrequirementsFurther

more, different applicationswith an entire spectrumof require-
mentswill have to adaptto thesepredefinedchoicesinsteadof

tailoring the communicationframework to fit their needs.In this

papemwe extendanexecutablespecificatiorof a state-of-the-arse-
curegroupcommunicatiorsubsystento exploretwo dimension®f

adaptability namelysecurityandsynchrow. In particular we re-

lax thetraditionalrequiremenbf virtual synchrory (a well-known

bottleneck)and proposevariousgenericoptimizations,while pre-

servingessentiabecurityguarantees.

1. INTRODUCTION

Dynamicpeergroupsarecommonin collaboratve applications
of all kind suchas sener replication, clustering,distributedlog-
ging, grid computing factorycontrol,videoconferencingdistributed
interactve simulations,on-line games,air traffic control, and fi-
nancialmarkets. Theseapplicationsdeally run on top of a group
communicatiorsystem(GCS),whichprovidesreliableandordered
messagelelivery and protectssensitve informationagainstunau-
thorizedentities. Due to the dynamicmembershipf peergroups,
the expensve cryptographigrotocols,andthe potentialreal-time
requirementsf applicationssecuringgroupcommunicationn dy-
namicervironmentss achallengingtask.

In recentyearssomesecureGCShave beendeveloped[18, 12,
13,7, 10] andseveralusefultechnique$ave beenproposedo deal
with scalability performanceandsecurityin peergroupswith dy-
namicmembershi@nddecentralizeaontrol[1,24, 11]. However,
GCSweredesignedo behighly efficientin local (wired) networks,
assumea relatively small groupsize (up to few hundred),anddo
notconsidemobility, temporarydisconnectionandrealtime con-
straints. In particular scalability and high performanceare both
currentlyachieszedvia thelight-weight/heay-weightmodel[2,15],
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where powerful seners (daemonsyesidingin eachhost execute
relatively expensve distributed protocolsand several clients can
connecto asenerto sharethe GCSservicen eachhost.

The next generationof adaptableGCSis driven by constantly
changingapplicationrequirementsreal-time datadelivery, inter-
mittentmembershigghangesiueto temporarydisconnectionand
mobility patterns performanceequirement@&ndnon-uniformse-
curity andfault tolerancdevels. For example,in currenttroopde-
ploymentsimulations(TDS), a computerat the headquartergath-
ersall theinformationfrom the battlefieldanddisplaysthe current
locationsof troops, vehiclesand obstaclegsuchas mine fields).
The headquartersomputeris networked via a securdink to a set
of commandePDAs which are connectedirectly to oneanother
forming a dynamicpeergroup system. In a dynamicpeergroup
system,memberamay join or leave the group dynamicallyeither
intentionallyor dueto communicatiorinterferenceor failures.

Due to the high computationabverheadof public key cryptog-
raphy symmetrickeys arecommonlyusedto encryptthe data. To
fully exploit the multicastingnature,a sharedgroup key is typi-
cally consideredo bethemostefficientsolution. Consequentithe
main problemnow becomeghe efficient establishmenand man-
agemenbf keys. The currentSecureSpreadsystem[22] useskey
establishmenprotocolsthatstall all communication(at the appli-
cationlevel), while thekey is generate@ndrely on strongsynchro-
nizationguarantee$o assurehatno membercanreceve andde-
cryptmessageafterheleft thegroup(forward sececy) andnonew
membercanreceize anddecryptmessagesentbeforehejoinedthe
group(badkward sececy).

However, in mary applicationssuchasthe TDS example, dis-
connectionarecommonandexpectedanddatain transitmustnot
only be protectedagainstunauthorizedisers put alsomustbe de-
liveredin a timely manney so that decisionscan be madefrom
accurateand fresh data. Triggering a blocking rekey after every
join or leave (to presere forward andbackward secreg) may pre-
cludetimely delivery of sensitve informationandevenmayleadto
potentialdenial of serviceattacksif a trustedmemberis compro-
misedandjoins andleavesthe groupintermittently In this caseijt
would bedesirablego emplo/ alessconstrainedsCSthatdoesnot
requirethe generatiorof a new key after every join or leave, but
still maintainsa certaindegreeof security

In fact, we believe that an applicationshouldbe able to tailor
the secureGCSaccordingo its needsotonly in termsof security
but alsosynchrom, timelinessandreliability, becausehereis no
one-size-fits-alkolution.

In this papemwe studytwo dimension®f adaptabilitynamelyse-



curity andsynchror. Ourstartingpointis aformal prototypeof the
SecureSpreadsCS.Theformal prototypehasbeendevelopedear
lier in the DARPA Fault-TolerantNetwork (FTN) Programandwe
have now generalizedhis specificatioralongvariouslinesto sup-
port securecommunicatiorwith fewer synchronizatiorconstraints
and adaptabilityalong several new dimensions.In particular our
approachopensa spectrumof new securityguaranteesyhich are
wealer thanin the synchronizedcase but still sufficient for mary
applications. Thanksto the useof abstractAPIs, our generaliza-
tions areto a large degreeindependenbf the group communica-
tion systemand the key establishmenalgorithm, and hencecan
be combinedwith improvementsalongotherdimensionssuchas
the choiceof specificgroupcommunicatiorprotocolsandkey es-
tablishmentprotocols. The useof formal prototypingtechniques
basedon the executablespecificationanguageMaudeenabledus
to explore andvalidatedesigndecisionswithout the needto carry
outanactualimplementation.

2. STATE OF THE ART IN GCS

After a brief explanationof the relevant group communication
systemsemanticsthis sectiongivesan overview of a state-of-the-
artgroupcommunicatiorsystem(Spreadanda framework for key
establishmenprotocols(Cliques),anddiscussefow thesecompo-
nentsareassembledo provide a securegroupcommunicatiorar
chitecture(SecureSpread)In this papemwe useSpreacandSecure
Spreadvithoutfurtherqualificationto referto thepublicly released
versionsthatcanbefoundatht t p: / / www. spr ead. or g/ .

2.1 Semanticsof Group Communication

Themostwell-knowvn groupcommunicatiormodelis thevirtual
syndirony semanticgVS semantics]2] which wasoriginally de-
velopedfor Isis/Horus[14], a primary componeniGCS, but later
extendedto partitionableGCS.One of theseextensionss the ex-
tendedvirtual syndrony semantic{EVS semantics]8], a model
that extendsthe virtual synchroy model of Isis to supportcon-
tinued operationin all component®f a partitionednetwork. The
centralconceptof group communicationis that of a view, i.e. a
shapshobf membershipn a group. In eachexecutionof a parti-
tionable GCS, views andtransitionsbetweenthemform a partial
order Both,theVS andthe EVS semanticssharethe key property
of virtual syndrony, namelythatevery two processeshat partic-
ipatein the sametwo consecutie view changesgdeliver the same
setof messagebetweerthetwo changes.

Virtual synchron, however, is only onepropertyof the VS se-
mantics.The VS semanticgurthermoreensureshatmessageare
deliveredin the sameview they were sentin (sendingview de-
livery). To accomplishthis, an extra round of acknavledgment
messagess neededevery time beforea view change preventing
applicationgo sendothermessagesntil thenext view is installed.
Furthermorethe VS semanticss a closedgroupsemanticsallow-
ing only currentmembersof the group to sendmessageso the
group.

The EVS semanticspn the otherhand,allows messagelelivery
in a differentview thanit wassentin, aslong asthe messages
deliveredin the sameview to all membergsameview delivery).
Consequentlythe synchronizatiorphasewhich allows the appli-
cationto be aware of the sendingview is not neededn the EVS
semantics. The EVS semanticsalso allows opengroups,where
non-membersf the groupcansendmessaget agroup.

2.2 Spread

The Spreadgroupcommunicatiorsystem17] emegedfrom the
work on Transis[19]and Totem[21]andhasbeendesignedo cope

with nodefailureandnetwork partitions.Spreadsupportghe EVS
semanticandprovidesdifferentlevels of servicewith differentre-
liability and orderingguaranteesMessagesan be reliable, fifo,

causallyorderedjotally orderedalsocalledagreed)pr safe where
thelatermeanghatmessageareonly deliveredif it is known that
everybodyin the grouphasactuallyrecevedit.

The Spreadarchitectureconsistf two layers,which arecorre-
spondinglyreflectedin our formal specification:the heary-weight
group layer and the light-weight group layer  The heary-weight
grouplayer provides extendedvirtual synchroy semanticsat the
level of thephysicalgroup i.e.thegroupof hosts(seners).Dueto
changingnetwork connectiity, we arereally concernedvith snap-
shotsof groupmembershipwhich arecalledconfiguations This
layerprovidesservicego multicastdatamessagewhich shouldbe
sentideally to every hostandto retrieve messagethat have been
deliveredto the application,which canbe eitherapplicationdata
messagesr messagethatrepresentonfigurationchangesvents.

Theprimarymodeof operatioris to deliver message® all hosts
which are part of the mostrecentlyestablishedegular configura-
tion. Accordingto the EVS semanticsall messageshouldbe de-
liveredat eachof thesehostsin the sameregular configurationor
thefollowing transitionalconfiguration(seebelow). This delivery
is furthermoresubjectto orderingconstraintsthat dependon the
servicelevel thatwasrequestedvhenthe messagevassent.In the
caseof safemessagest is also subjectthe constraintthat every
hostin the configurationhasreceved this messageandhencecan
deliverit unlessit crashes.

If achangdn theconnectyity is detectedtwo differentconfigu-
rationchangesventsaregeneratedFirst, thereis aneventto intro-
duceatransitionalconfigurationwhich is a reducedconfiguration
in which certainmessagesan be deliveredthat could not be de-
liveredin the previousregularconfiguration After this transitional
phasea new regularconfigurationis introducedwhich reflectsthe
new connectiity of thenetwork.

Thelight-weightgrouplayerprovidesEVS semanticsitthelevel
of logical groups,i.e. groupsof agents(clients), simply called
groupsin the following. Groupsareidentifiedby namesandthe
different snapshotof group membershipare called views. The
API is similar to that at the heary-weight grouplayer, exceptthat
messageandchangeseferto groupsinsteadof configurationshut
in additionthe API offerstwo new servicesat this level: A client
canrequesto join or leave agroup,andin response&preadyener
atescorrespondingjroupchangesventswhenthe actualtransition
to thenew view hasoccurred.

It is worth to emphasizahatin the EVS semanticghe applica-
tion cannotdetermineor evenknow theview in whichthemessage
is sentby the GCS. The applicationpassesnessageto the GCS
wherethey canbe buffered. Hence,the mostrecentlyestablished
view atthetime whentheapplicationsendshe messagés notnec-
essarilythe view in which the messagés sentout by the GCS, let
alonethe view whenthe messagés deliveredto the receving ap-
plication.

2.3 Secue Spread

SecureSpread[22] provides securegroup communicationfor
closedgroupsandcanoperatewith differentprotocolsthat estab-
lish asinglekey sharedby all membersf thecurrentview. Secure
Spreads built ontop of FlushSpread20] andthe Cliquestoolkit
[11]. FlushSpreadhasa similar functionality as Spreadout pro-
videsthe strongervirtual synchrory semanticswhich requiresac-
knowledgmentdy all memberdor eachview change.n [20] it is
explainedhow VS semanticganbeimplementedisingthewealer
EVS semantics The Flush Spreadmplementatioris essentiallya



refinemenbf theseideas.

The Cliquestoolkit [3] providesa genericAPI andimplemen-
tationsof variousgroupkey agreemenprotocols,amongthemthe
Group-Difiie-Hellmanprotocol (GDH) [11] anda tree-basedari-
ant(TGDH). Authenticationis not provided by the key agreement
protocol, but insteadall messagesre authenticatedising digital
signatures.An interestingfeatureof GDH andits variantsis that
they arecontritutory, which meanshatevery membercontributes
akey shareput theentirekey is never transmittecbver thechannel
(notevenin encryptedform). However, this leadsto the essential
requirementhatall membersactively participatein thekey agree-
ment.

SecureSpreadsimply usesthe underlyingFlush Spreadto ex-
changehe messagerequiredandproducedoy the Cliquestoolkit,
wheneer agroupchangeoccurs.|If the key agreemenis itself in-
terruptedoy a new groupchangethe Cliquesprotocolis restarted.
FurthermoreSecureSpreadmplementsomeoptimizationsallow-
ing several subsequenbins andleavesto be batchednto a single
call of the delete/mege subprotocol.

3. FORMAL METHODOLOGY

Thegeneramethodologyweemploy for systendesignandanal-
ysisis basedn anexecutablespecificationanguagecalledMaude
[9]. lts theoreticalfoundationis rewriting logic [5], a logic with
anoperationabswell asa model-theoretisemanticsFormalpro-
totypingis a key ingredientof our methodologywhich allows us
to experimentwith a abstractmathematicabut executablespeci-
fication of the systemearly in the designphase. Our experience
indicatesthat the combinationof mathematicatigor with execu-
tion andanalysigoolssuchasMaudeleadsto betterunderstanding
of the systemandoften pinpointspotentialproblems.

To emplo this methodologyin the exploration of adaptve se-
curegroupcommunicationye build uponabstracexecutablespec-
ifications of all relevant componentof SecureSpread. This in-
cludesthe physicalandlogical group layers, providing the func-
tionality of Spread[17] with its EVS semantics.The more con-
strainedvS semanticss providedby aspecificatiorof FlushSpread
[6] on top of this. Independentlya specificationof the Cliques
toolkit [3] instantiatedo the GDH protocol[11] hasbeendevel-
oped. On top of all thesecomponentsan executablespecification
of SecureSpreachasbeenbuilt, morepreciselythebasicalgorithm
describedn [22]. This effort, which hasbeenmainly conductedn
the contet of the DARPA FTN Programwasbasedn [16, 6, 22],
the sourcecodeanddiscussionsvith the developers,in particular
Y. Amir, J. Schultz,andG. Tsudik. We will notdiscussheformal
detailsof the specificationsn this paper but the interestedeader
canfind all thecomponent®ntheweb[4].

4. HIGH-LEVEL ADAPTABILITY

Although securityon top of the VS semanticsenablesperfect
forwardandbackwardsecreg in astraightforvardmannetby forc-
ing to rekey after every groupmembershigchanget possessea
high overheadwhenview changesare very frequentor real-time
constraintshave to bemet. In fact, if agroupmembershighange
occurswhile thekey establishmenis in progressthekey establish-
mentprotocolis restartedfurtherexacerbatinghetime requiredto
generatea new key.

As we briefly explainedin Sectionl, the applicationshouldbe
ableto tailor thesecureGCSaccordingo its needsn termsof syn-
chrory andsecurity In orderto provide this level of adaptability
we needto identify whatassumptionseedto berelaxed, whatare
the tradeofs betweenthesedifferentlevels and what parameters

canbe adjustedo tunethe performance.

4.1 Adaptable Synchrony

SecureSpreadimplementssecurity on top of Flush Spread,a
layer providing the VS semanticswhich guaranteethatmessages
are sentand deliveredin the sameview. This synchronization
males it easierto implementthe key establishmenprotocol be-
causeavery messagés encryptedvith thesamekey astherecever
believesis currentwhenthe messagés delivered.

In orderto provide securityon top of EVS semanticsthe se-
cureGCScannotlongerassumehatthereceved messagavasen-
cryptedwith the currentkey. The paper{18] proposes solutionto
this problembasedn two levels of keys usedby the heary-weight
andthelight-weightlayer, respectiely. In thepresenpapemnwe use
theideaof [18] to maintaina history of keys indexed by key iden-
tifiers (keyids), but we stick to the useof light-weight groupkeys
without assumingunderlyingheary-weightkeys. This enablesus
to studytheinteractionbetweernsecurityandEVS semanticsn its
pureform andmalkesthe solutionindependenbf theimplementa-
tion of Spread.Furthermore given that we alreadyhave a speci-
fication of SecureSpreadjt makesit easyto obtainanintegrated
solutionwhich canbe adaptedo both, the original VS-basedse-
curity, exactly asimplementedn SecureSpread,andto the new
EVS-basedecurity

Hence we have modifiedtheformal prototypeof SecureSpread
asfollows: First, for EVS groups(we addedVS andEVS group
synchroly modesasadaptatiorparametersjve removed the syn-
chronizationconstraintamposedby the Flush Spreadayer Sec-
ond,every key generateds associateavith akeyid, i.e. akey iden-
tifier, every messagés taggedwith the correspondindkeyid of the
key usedto encryptthe messagend every memberof the group
keepsalist of (possiblyold) keys andtheirassociated#teyids. Thus,
every time a messagés recevedits keyid is checled andthe cor
respondingkey is fetchedfrom the list so it canbe properly de-
crypted. Thusmemberscan move from oneview to anotherone
andrekey asynchronouslyEvery rekey phaseaddsthe currentkey
to thelist of olderkeys andthe newly generatedkey is usedasthe
currentkey.

Ohviously, thedynamicsof this approachis far lessconstrained
thanin the VS case.Specifically we obsered the following diffi-
culties: Although keyids allow to decryptmessagesentin previ-
ousviews, they do not guaranteehat every messageeceied can
be decryptecanddeliveredto the application.In particular it may
be possiblethat a nev memberreceivesan old messagesentin a
previous view. If he joined the group very recently he doesnot
have the key requiredto decrypt.Onepossibilitywould beto drop
themessagehut thiswould violatethe EVS semanticgonly anet-
work changecanjustify droppinga message)We have addressed
thisissueby introducingthe concepof anondecryptablenessage,
i.e. amessagsvith contentthatis not accessibleto inform theap-
plicationof thissituation.However, thereis alsothepossibilitythat
thenew membercanfind akey in hislist associatedvith thekeyid
of themessageyut it is notthekeyid associateavith thenew view.
In this case,we saythatthe messageavasencryptedunderan old
keyid, andwe tagthe messagasdelayedto inform the application
of this situation.

Securityon top of EVS allows us to increaseconcurreng and
henceperformancedy providing non-blocking(applicationlevel)
communicatiorthatusesthe mostrecentlyestablishedkey to send
messagesyhile thekey establishmerfor thenew view isin progress.
However, this new addedflexibility relaxesthe degreeof consis-
teng in the systemand eliminatessomesecurityguaranteesi,e.
messagemaynotbeencryptedvith akey for thecurrentview and



two nev messageagsneedto be addedto presere the property
that all receved messagesre deliveredto the application(non-
decryptablemessageandto warn the applicationthat a possibly
(very) old messagdasbeenreceved andits contentsmay be sus-
picious(delayedmessage).

4.2 Adaptable Security

Thechoiceof thekey establishmenprotocolis a naturaldimen-
sionof adaptabilityin securegroupcommunicationHowever, even
with the mostefficient key establishmenprotocols,network con-
nectvity changesandmembershigchangesancascadevhile the
key establishmeris in progresscausingarestarthekey establish-
mentprotocolfrom scratch.Thus,delayingtheexecutionof thekey
establishmenprotocolandcarefully avoiding its executionin cer
tain situationscanimprove systemperformancewhile preserving
forwardandbackward secrey.

We have exploredtwo approacheso reducethe numberof key
establishmenphases.The first approachs basedon key caching
andthe secondoneis basedon lazy key establishmentthatis de-
laying key establishmentntil the key is really needed.Both ap-
proachesaregenerig thatis independenof the underlyingproto-
col, andcanbe composedo furtherimprove systemperformance
withoutsacrifyingsecurityguaranteesis animportantby-product,
key cachingallows usto dealefficiently with temporarydisconnec-
tions (asopposedo voluntaryjoin/leave events),which are quite
commonin groupswith mobileparticipantsandtheirconsequences
aresimilarto a network connectvity changes.

Interestingly the decisionto (partially) relax virtual synchroy
hasopeneda variety of new possibilities,which includesnot only
the possibility to performlazy key establishmenbut alsonew se-
curedelivery modes.

4.2.1 Key EstablishmenProtocols

Oneof the mostimportantsecurityguaranteess dataconfiden-
tiality, which protectsdatafrom beingearesdroppedTheway the
secretsharedgroup key is computed,how often, andwhenit is
computedarecritical for the securityof the GCS.

Therearetwo basicapproacheto generat@asecresharedkey in
GCS.In the centralizedapproachpne member(typically a group
leader)chooseghe groupkey anddistributesit to all groupmem-
bers(group key distribution); while in the contritutory approach
every membercontritutesto the creationof the secretsharedkey
(group key agreement Although the centralizedapproachworks
reasonablywell for static(possiblylarge) groups,it turnsout that
thecontrikutory approachs morerobustfor non-hierarchicaimid-
size)groupswith dynamicallychangingmembership$24].

Therelevant propertiesfor key establishmenalgorithmsare of
purely computationahature[23]: Cryptagraphic forward sececy
guaranteethata passie adwersarywhoknows a contiguoussubset
of old groupkeys cannotdiscover subsequengroupkeys. Crypto-
graphicbakward sececyguaranteethata passve adwersarywho
knows acontiguoussubsebdf groupkeys cannotdiscover preceding
groupkeys.

In a GCS like SecureSpreadthat supportsthe VS semantics,
tightly synchronizingview changeswith key agreemenphases,
backwardandforwardsecreg areimmediateconsequencesf cryp-
tographicforwardandcryptographidackvwardsecrey, respectiely
[22]: Forward sececy guaranteeshat nobodyshouldbe ableto
readmessagesentto a group after he left this group (assuming
he will not becomea future memberof the group). Badkward se-
crecyguaranteethatnobodyshouldbe ableto readmessagesent
to agroupbeforehejoinedthis group(assuminghe wasnot a past
memberof thegroup).

However, to beprecisewe needto definewhatarethejoin/leave
eventsreferencedn thesedefinitions.It obviously would notmake
senseto take themto be the eventsof requestinga join/leave at
the GCS. Theseeventswould be of no usefor the client applica-
tions. They arenot (immediately)obserablefor the applications,
becausehe processingf suchrequestsanbe delayed.This sug-
geststo defineleaveljoin eventsto be the eventswherethe GCS
delivers leave/join (with the new view) to the applicationwhich
sendghe messageSimilarly, we have to be preciseaboutwhatthe
sendeventin thesedefinitionsrefersto. Sincea messagearries
sensitve data, we shouldadoptthe most conserative definition,
namelythe eventwhenthe applicationrequest¢he GCSto senda
message.

Forward secrey underthe EVS semanticss fairly straightfor
ward: Assumea memberA leavesthe groupG, the GCSdelivers
anew view to B, and B sendsamessagél to G. Thenew view
canhave only beendeliveredafter successfutompletionof a key
agreemenphasebetweerthe memberof the new view. Since M
is encryptedwith the resultingkey that A doesnot know, forward
secreg is guaranteed.

Backward secreg underthe EVS sematics howvever, doesnot
hold, asthefollowing counter@ampleshavs: AssumeA requests
the GCSto senda messageV! to a group G, but the processing
of this requestis delayed. In the meantimeB joins G, andthe
GCSdeliversthenew view {A, B} to A. Now the GCSprocesses
the sendrequesin the nev view, which meanghatthe messagés
encryptedusingusingthekey associatedvith this view. Hence,B
candecryptthe messagewhichis aviolation of backwardsecreg.

To solve this problemwe have adoptedthe following solution:
We addthe view in which we would like to sendthe messagére-
questedsendingview) asanargumentto themulticastservice.This
view determineshekey to beusedfor encryption.Evenif themes-
sageis sentout in the new view, the key of the requestedending
view shouldbe used. Note that thereare two possibilitiesfor a
memberof the new view. If it wasa memberof the earliersend-
ing view it candecryptthe messagelf it wasnota memberof the
earliersendingview it justjoinedthe groupandwill notbeableto
decryptin accordancevith backwardsecrey. In thiscasethemes-
sageis deliveredbut asnondecryptable The possibility to specify
arequestedendingview is optional,sothatif backward secreyg is
notaconcerrntheoriginalimplementatiorcanbeused.

The high-level rationalefor this solutionis the following: The
EVS semantic¢eadsto alossof sendingview awarenessttheap-
plication, but the benefitsof sendingview awvarenesganberecor-
eredby always sendingmessagesvith a requestedsendingview,
which preventsmembergoining unexpectediyto decryptmessages
not intendedfor them. The dravbackis thatwe have to internally
keeptrack of former keys, and somemessageseceved will be
nondecryptableBoth of thesemechanismshowever, werealready
addedwhen we moved from the VS to the EVS semanticqsee
Section4.1) so that this extensiondoesnot causeary additional
overhead.

4.2.2 Key Cading

Frequentnetwork connectiity changesnay trigger patternsof
membershighangeswherenew viewstendto havethesamemem-
bersasearlierviews. Currentimplementationef secureGCSgen-
eratea new key for eachview. Thus,if a subsetof membersof
a group becomesemporaryisolateddue to a network partition,
the key establishmenprotocolwill be invoked for eachnew par
tition, andagainwhenthe partitionsmeige together No member
hasleft/joined the group, but several nev keys have beengener
ated. Obviously, this is unnecessarpecausehe groupmember



ship hasnot changedin the end. Ideally, the key establishment

protocolshouldbe executedonly if the currentsetof membersas
notshareda secrekey before;otherwise apreviously agreedupon
key canbe usedinstead.Sincethe reuseof keys increaseshevul-
nerability to crypto-analysisattacks key cachinglike all forms of
key reuseneedto be carefully constrained.To this end, keys can
be equippedwvith anexpirationor someotherattributelimiting key
reuseandthey areremovedfrom thelist whenthislimit is reached.

In detailwe have madethefollowing modificationgo ourformal
prototypeto accommodatéor key caching:

1. Every memberkeepsa list of keys andthe associatedetof
memberghatsharethatkey. Thelist is updatedvheneer a
new key is generated.

2. If amembershighangeor network connectiity changehap-
pens, every memberreceves a messagewith the updated
membership.

3. Everymembeicheckasts list of keys andif theupdatednem-
bershipshareda key before,thekey is retrieved andusedas
the currentkey; otherwisethe key establishmenis triggered
andanew key is generated.

Forward andbackwvard secreg arestill satisfied,but key fresh-
ness i.e. the propertythat eachview usesa freshkey to encrypt
messagess givenup. Thereforeanew groupsecuritymode(fresh
secue) is addedo enforcefreshnes# theapplicationrequestshis
level of security If the groupsecuritymodeis freshsecureanor
mal key establishments triggeredeven if the membersshareda
secretkey before. It is importantto point out that a keyid associ-
atedwith anonfreshkey shouldnot be confusedwith anold keyid,
i.e. akeyid associatedvith a previous view, andhenceit doesnot
imply thatthe messagés deliveredasdelayed(seeSection4.2.4).

4.2.3 LazyKey Establishment

CurrentGCShave beendesignedinderthe assumptiorthatnet-
work connectvity change®ccurrarelyandthatmembersxchange
a considerablamountof messagebetweenmembershigghanges.
However, membershighangegdueto unpredictablenetwork con-
nectvity changesor join/leave operations)may occur quite fre-
quentlyin certainervironments(wireless,mobile),andwith mary
view changegaking placeit is highly unlikely that messageare
sentin every intermediateview. Underthesecircumstancegjelay-
ing theexecutionof thekey establishmenprotocoluntil amessage
needso besendwill avoid unnecessarkey establishmenphases.
We saythata key establishmenphaseis unnecessarif a key is
generatecbut not usedbecauseno messageas sentbeforea new
key is generated.

As a possiblesolution we explored delayedkey establishment
Insteadof a synchronizednitiation of the key establishmenalgo-
rithm by a view changeevent, the memberwho wantsto senda
messageriggersthe key establishmenasymmetrically Our for-
mal prototypeis modifiedasfollows:

1. Any membershighangeor network connectiity changeis
treatednormallyandthe memberships updatedput the key
establishmenprotocolis notexecuted.

2. Whenamembemeedso senda messagef checksif acur
rentkey existsandif it is up to date,i.e. belongsto the most
recentlyestablishediew.

3. If the key is up to date,thenthe messages encryptedand
sentnormally

4. If thekey doesnotexist or is notup to date:

(a) Thememberstartsthe key establishmenprotocol,no-
tifies the othergroup membersand stallsthe message
till thenew key is generated.

(b) Membersare notified and eachone of them startsthe
key establishmenprotocol,which proceedsiormally.

(c) If anothemembemvantsto sentamessagethekey es-
tablishmenthasbeentriggeredby someothermember
andno view changenhasbeentriggered the messagés
stalleduntil the new key is generatecdandthe member
continueswith the normalkey establishmengxecution
(i.e. thekey algorithmis notrestarted).

(d) If aview changeeventis triggeredat ary time, the
memberships updatedandthe key establishmenpro-
tocolis restarted.

(e) Oncethekey hasheengeneratedthecurrentkey is up-
dated,the up-to-dateflag is setand membersproceed
to encryptandsendthe messag@&ormally.

4.2.4 SecueDeliveryModes

Traditionally, securedelivery in GCS hasbeenrestrictedto the
delivery of an encryptedmessageassuminghat all membersof
the groupareableto decryptthe messageisingthe uniqueshared
groupkey. Whenwe relaxthe virtual synchroy semanticsmes-
sagesencryptedwith differentgroupkeys may be receved at ary
time andwe cannot longerassumehatthe recever is ableto de-
crypt every messageisingthe mostrecentkey or evento decrypt
the message.As a result, EVS semanticdeadsto a new variety
of securedelivery modesbasedon key freshnesandan extended
concepbf safemessgesasfollows:

e Non-secureMessages sentandrecevedin cleartext

e Secure: Messageis encryptedand can be decryptedwith
ary (possiblyold) known key; otherwisedeliveredas non-
decryptable

Stronglysecure Messagés encryptecandmustbedecrypted
with themostrecentknown key; otherwisedeliveredasnon-
decryptable

safe-secureMessageés encryptecandcanbedecryptedvith
ary (possiblyold) known key, but canonly bedeliveredif ev-
erybodyelsereceved anddecryptedthe messageisingary
(possiblyold) known key.

Stronglysafe-secureMessages encryptedandmustbe de-
cryptedwith the mostrecentknown key, but canonly bede-
liveredif everybodyelserecevedanddecryptedhemessage
usingthe mostrecentknown key.

5. CONCLUDING REMARKS

In this paperwe have focussedn two dimensionf high-level
adaptabilityin groupcommunicationnamelysynchroly andsecu-
rity, asopposedo low-level adaptabilityof the underlyingcom-
municationprotocols,which we leave as future work. We have
exploredseveral solutionsandbuilt a formal prototypeto validate
our ideasand explore the propertiesof the new design. We have
emphasizedhdaptability becausehereis no one-size-fits-allso-
lution given the diversity of applicationrequirementghat we are
concernedvith.



We developedadaptatiorparametershatallow usto tailor (dy-
namically) the communicationframewnork to specificapplication
requirements.In the synchroy dimension,groupswith different
degreesof synchroly can coexist given that every group speci-
fiesits synchroy (VS or EVS), memberscan participatein sev-
eralgroupswith differentsynchroy modessimultaneouslyln the
securitydimension eachgroup specifiesthe degreeof lazinessof
the key establishmenprotocol, which is not entirely independent
of thedegreeof synchroly selected{i) eagerkeying will triggera
rekey after every membershipchangej(ii) key cachingwill reuse
previous cachedkeys accordingly;and(iii) lazy keying will delay
rekeying until a messagaeedsto be send. It is notevorthy that
our approachs entirely genericin the sensethatit is independent
of the key establishmenprotocol and the implementationof the
groupcommunicatiorsystem.

Possibledirectionsfor future work includefurthergenericopti-
mizationsfor key managemenand securemulticasting,dynamic
accesscontrol for a high-level enforcementof security require-
ments,adaptabilityto supportgroupcommunicatiorin mobileen-
vironments,and adaptabilityto QoSrequirementsuchastimeli-
nessconstraints.
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