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Abstract. An emerging generation of mission-critical systems employs
distributed, dynamically reconfigurable open architectures. These sys-
tems may include a variety of devices that sense and affect their envi-
ronment and the configuration of the system itself. We call such systems
Networked Cyber-Physical Systems (NCPS). NCPS can provide complex,
situation-aware, and often critical services in applications such as dis-
tributed sensing and surveillance, crisis response, self-assembling struc-
tures or systems, networked satellite and unmanned vehicle missions, or
distributed critical infrastructure monitoring and control.
In this paper we lay out research directions centered around a new
paradigm for the design of NCPS based on a notion of software frac-
tionation that we are currently exploring which can serve as the basis for
a new generation of runtime assurance techniques. The idea of software
fractionation is inspired by and complementary to hardware fractiona-
tion — the basis for the fractionated satellites of DARPA’s F6 program.
Fractionated software has the potential of leading to software that is more
robust, leveraging both diversity and redundancy. It raises the level of
abstraction at which assurance techniques are applied. We specifically
propose research in just-in-time verification and validation techniques,
which are agile — adapting to changing situations and requirements, and
efficient — focusing on properties of immediate concern in the context of
locally reachable states, thus largely avoiding the state space explosion
problem. We propose an underlying reflective architecture that main-
tains models of itself, the environment, and the mission that is key for
adaptation, verification, and validation.

1 Introduction and Motivation

The increasing availability of systems and devices that can sense and affect
their environment in different ways and with different levels of sophistication
is the starting point for development of a new generation of Networked Cyber-
Physical Systems (NCPS). Such systems provide complex, situation-aware, and
often safety- or mission-critical services. Examples include traffic control (air and
ground), medical systems, smart power grids, flexible manufacturing systems, au-
tomated laboratories, microclimate control in buildings, structural monitoring



and control, self-assembling structures or systems, unmanned vehicles (including
autonomous robots and UAVs), networked satellite missions (including future
fractionated designs), deep space exploration vehicles, instrumented spaces for
surveillance and emergency response, and ad hoc combat teams (on the ground
and airborne). Especially interesting and challenging examples are complex het-
erogeneous networked systems with humans and (automomous) agents in the
loop, such as vehicular networks, mobile social networks, or the global network
of financial markets.

A number of special-purpose solutions exist for different aspects of NCPS.
However, general principles and tools for building robust, effective NCPS appli-
cations/services using individual cyber-physical devices as building blocks are
missing. Furthermore, the verification and validation of NCPS is notoriously
difficult and conventional techniques are too expensive, which is a serious prob-
lem because the capabilities and the flexibility of NCPS are urgently needed for
today’s complex mission-critical applications. Factoring out the minimal func-
tionality common to NCPS is a first step toward making verification feasible,
because the cost of verification can be amortized over many instantiations of
the common framework. This is far from enough, however, because mission-
specific properties and performance metrics will require verification, too, and the
mission-specific software will typically be much more complex than the minimal
framework. Furthermore, conventional verification cannot enable rapid deploy-
ment at acceptable cost.

We propose to tackle this problem by considering the notion of software
fractionation, which is directly inspired by hardware fractionation, specifically
the idea of fractionated satellites [9] that is the basis for DARPA’s F61 program.
We believe that software fractionation has the potential of leading to software
that is more robust and can be designed to be verified at reasonable cost by
raising the level of abstraction at which verification is applied. We will argue,
however, that verification in the conventional sense is not a sensible solution
for the flexible, dynamically reconfigurable, mission-critical NCPS, which will
lead us to propose new research opportunities in a hardly explored direction of
runtime assurance.

Challenges and Opportunities in Networked Cyber-Physical Systems Many chal-
lenges exist in the context of NCPS. They have a wide range of assurance require-
ments, operate in a distributed environment, and unlike pure sensor networks
they can perform physical actions and are usually characterized by (distributed)
control loops through which the environment provides essential feedback. There
is a large overlap between NCPS and wireless sensor networks augmented with
actuators, also known as sensor/actor networks [4, 19], but it should be noted
that, in NCPS, node and communication capabilities can vary significantly. For
instance, in addition to resource-constrained embedded sensor/actuator nodes,
devices carried by humans (e.g., PDAs), energy-rich nodes attached to vehicles

1 Future, Fast, Flexible, Formation-Flying, Fractionated Spacecraft united by Infor-
mation eXchange



(e.g., laptops), resource-constrained UAVs, solar-powered satellites of different
sizes (including pico-satellites such as Cubesats), as well as nodes with contin-
uous Internet connectivity (e.g., ground stations and computationally powerful
grid nodes) can all be part of the same NCPS.

In addition to the real-time, resource-limited, reactive aspects of traditional
embedded systems, an NCPS must embody a situation awareness that reflects
the overall distributed system and its environment. Local situation awareness
of a network node is not sufficient. Each node must maintain a model of its
local, directly observable situation together with models about the rest of the
network. Models must also account for uncertainty, partial knowledge, and bad
or stale information. Furthermore, different nodes may have different degrees of
awareness according to their capabilities. Asynchronous actions must achieve a
desired overall coherent effect. An NCPS needs to be open in the sense that nodes
may come and go. In fact, a system may assemble ‘on the fly’ for a given pur-
pose. Mission-critical systems may be scaled up or down depending on mission
requirements.

An advantage of multiple distributed nodes is that resources can be pooled
and limitations can be partially overcome by cooperation. To realize the poten-
tial benefits of pooling resources (energy, CPU cycles, memory, bandwidth, sen-
sors/actuators) it is necessary for the different processes/layers on each node to
adapt resource usage (setting parameters, choosing policies) to achieve system-
wide objectives, not just local goals.

From Networked to Fractionated Cyber-Physical Systems The networked struc-
ture of NCPS normally arises as a by-product of their required capabilities (e.g.,
the need to perform distributed sensing) and is usually seen as an inconvenience
for engineering, a challenge for verification, and even a hazard to the operation of
the system. In this paper, we propose to view distribution as an opportunity (and
in some sense as a necessity) rather than an obstacle for building high-assurance
systems. In fact, we propose what seems to be counterintuitive — namely, to
even further increase the degree of distribution and nondeterminism by moving
toward systems that are fractionated by design not only in terms of their hard-
ware but also at the software level. Hardware and software fractional elements
or fracments, as we call them, are very different from traditional components,
in that they do not have to correctly perform a well-defined function. Instead,
reliable functionality is achieved by a group of such fracments interacting in an
opportunistic fashion.

The idea of achieving robustness through diversity and redundancy seems
to be a fundamental underlying principle of biological systems. The natural ex-
posure to faults has not only enabled evolution as a mechanism for progress
in many dimensions, but has been turned into an advantage by favoring more
robust designs. For instance, the human immune system is an example of an ef-
fective NCPS. Characteristics of the immune system include robustness, generic
and adaptive responses to events, distributed knowledge, diversity, authentica-
tion and integrity checking mechanisms, adaptive control, autonomous opera-
tion, and heterogeneous actuators. It is a system with continual deployment



of novel entities, intermittent connectivity, exchange of information among het-
erogeneous entities, such as the nervous and metabolic system components, and
uninterrupted operation. There is dynamic optimization, for example, in the cru-
cial balance between quick generic action and deliberate, aggressive specialized
actions. The global behavior of the system emerges from predominantly local
actions and asynchronous propagation of information.

Diversity and redundancy have also been successfully employed for risk re-
duction in finance, although the recent financial crisis shows that alone they are
not sufficient to prevent systemic failures. Hardware and software fault tolerance
is another area where these concepts have been exploited, but their use is mostly
coarse grained, with limited degrees of diversity and redundancy, and applied to
specific components or subsystems rather than used as an overall design prin-
ciple. In fault-tolerant or disruption-tolerant networking, the loss of nodes (or
connectivity) can be overcome, but a natural question is whether software can
be designed so that this tolerance emerges as a special case of more fine-grained
general design principles.

Why is this related to verification and validation? The simple answer is that
an inherently fault-tolerant architecture raises the level of abstraction to a point
where verification and validation becomes interesting and worthwhile. We pro-
pose to steer away from low-level code verification and to focus the verification
effort mainly on system properties. In our view, code verification is too expensive
for what it provides — namely, local correctness properties against detailed and
possibly incorrect/incomplete specifications that are based on many assumptions
about the environment and the underlying hardware and software. For instance,
in challenging environments where failures in processors, memory, networking,
sensors, firmware, and drivers are common, the benefit of maximum assurance
for just one aspect — namely, the code — is economically questionable. To ob-
tain a precise understanding of the benefits and trade-offs, an economic theory of
high assurance design (and possibly beyond) would be needed, for instance along
the lines of Rushby’s suggested science of certification [69] taking into account
possible trade-offs between confidence and degree of correctness [8]. A key idea
elaborated in [70] is that at some level of abstraction formal methods are able to
provide a notion of possible perfection enabling compositional arguments about
system reliability.

Fractionated software represents a potential paradigm shift, but the high
level of abstraction enabled by fractionated design is where the real challenges
start. Conventional verification techniques will not be suitable for the mission-
driven dynamically reconfigurable cyber-physical systems that we envision in
the future. System requirements and configuration are usually not known at
design time, which requires us to shift most of the verification activities to the
time when sufficient information is available. Typically, this will be after the
deployment, that is, at system runtime.

From Design-Time to Runtime Assurance To our knowledge the provocative
possibility of just-in-time certification of cyber-physical systems was first raised
in [69]. In fact, just-in-time certification is one step beyond just-in-time verifica-



tion in the sense that an explicit certificate is generated at runtime as evidence
for system correctness. In general, it may not be necessary to generate an ex-
plicit certificate, but the core idea of just-in-time certification — namely, the
application of design-time formal methods at runtime — is an opportunity that
we suggest exploring systematically. Hence, a few key arguments from the above-
mentioned paper are worthwhile to summarize. Standards-based certification as
it is mostly practiced today in the United States (using a standard such as DO-
178B for airborne software) does not provide a clear link between the required
artifact and the system requirements. The choice of methods has to rely on
extensive expert knowledge and experience, which means that the application
to novel circumstances is nearly impossible, making it a barrier to innovation.
Usually, the conservative design practices that are required (e.g. limitations on
scheduling and memory management) are at odds with innovative architectures
such as those needed for today’s flexible mission-critical systems. Future sys-
tems exist in many configurations, are reconfigurable, and undergo evolution
during their lifetime. The number of possible configurations can be enormous
(e.g., 50000 lines of XML for an airplane). Since the final configuration is de-
termined after the design and most configurations are never used, just-in-time
certification would be a perfectly adequate solution.

We suggest going one step further by looking at systems, like fractionated
spacecrafts, that are dynamically reconfigurable and extensible so that the con-
sequent generalization of this idea is to view verification as an ongoing process
during the entire lifetime of the system that can be carried out by the system
itself. The need for rapid instantiation and deployment of a system for a new
possibly unanticipated mission (e.g., within hours) dictates that the verification
process must be automated and needs to be executable under critical time and
resource constraints. Yet another argument for runtime methods is simply the
expectation that future systems will be highly flexible and possibly universal to
capture the diversity of possible missions, and the requirements can rarely be
stated at design time. A related issue that is often neglected is the validation
of specifications, to answer the question if the specification, which will be typi-
cally derived from the mission objective, is sensible and captures the intentions.
In line with the previous arguments, the most essential validation tasks should
also be performed just-in-time — namely, whenever the system interacts with
the operator and is tasked with a new mission. The result of a failed validation
might mean that the system must be scaled up (e.g., extended) or the objectives
need to be scaled down. Clearly, modifications of a mission and changes of the
system need to be revalidated, which is why just-in-time validation needs to be,
like verification, an ongoing process, which in a similar way takes advantage of
(partial) knowledge about the current system configuration.

Overview of this Paper To build systems that satisfy requirements (verify) and
perform their intended mission (validate) under a wide range of possible system
configurations and with potentially degraded resources, we propose the reflec-
tive system architecture depicted in Fig. 1 and outline key research directions.
The architecture has three main components: (1) A fractionated software ker-
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Fig. 1. Stylized System architecture

nel with a reflective simulation capability that is a crucial building block for
runtime assurance. (2) A declarative foundation for NCPS in the form of a dis-
tributed logical framework that is quantitative and scalable. The logic supports
reasoning in the context of system goals and models maintained via distributed
monitoring. (3) A new generation of runtime assurance techniques, including
novel probabilistic runtime testing and verification methods such as predictive
analysis, integration of symbolic and simulation-based techniques, adaptive run-
time abstraction, resource- and situation-aware runtime assurance, and learning
from the system dynamics. System adaptation through model-based distributed
control and optimization is at the core of this set of techniques. We illustrate
these ideas using examples centered around fractionated satellite networks, which
originally served as an inspiration for the overall approach.

The stylized system architecture illustrates how the different techniques dis-
cussed in this paper can work together. For clarity we used a one-dimensional
presentation, showing how different levels of runtime assurance can be built on
top of each other and ultimately on top of our proposed reflective fractionated
software architecture. This is by no means the only way to integrate the differ-
ent techniques, and not all layers will be equally important or even needed for
all NCPS. The architecture clearly distinguishes between the logical framework
that provides a declarative view of the NCPS and the runtime assurance layers.
Declarative and executable models of the physical world and of the system frac-
ments are maintained and continuously adapted while the system evolves. The



logical framework enables a rich set of possible behaviors of the NCPS, whereas
the control and optimization strategy restricts the evolution of the NCPS by
exploiting models, invoking runtime assurance techniques, and taking into ac-
count the overall system goal, which is represented in the language of the logical
framework. On-demand synthesis produces solutions (plans) for complex tasks
that require transitioning the system though a series of intermediate goals. Just-
in-time validation, finally, is concerned with the validation of mission goals in
the context of other applicable policies.

Guided by this architecture, we will address each for the following research
directions in a subsequent section, followed by an illustration of these ideas in
the domain of fractionated satellites and by a discussion of some related work.

– Software Fractionation
• provides high level of abstraction from low-level failures
• leverages diversity, redundancy, distribution, and nondeterminism
• covers wide spectrum of autonomy and cooperation

– Distributed Logical Foundation for NCPS
• expresses degrees of satisfaction and uncertainty
• supports distributed robust dynamic proofs
• enables adaptive models with multilevel abstraction

– Runtime Assurance with Distributed Declarative Control
• covers runtime validation, synthesis, verification, testing
• integrates proof and optimization strategies
• balances system and assurance goals through agile adaptation

2 A Reflective Architecture for Fractionated Software

To provide a suitable level of abstraction for the new set of runtime verification
and related techniques that we propose to explore, we assume that software
consists of fracments that are running on top of a fractionated software kernel, a
minimalistic framework that enables the fracments to interact. Since a common
aspect of all our proposed verification techniques is the capability of the system
to analyze its own behavior, we factor out a reflective simulation capability as
an intermediate layer directly on top of the kernel.

2.1 Fractionated Software Kernel

Like a biological cell, a software fracment does not have to make sense in isola-
tion, but its interesting properties may emerge only at a higher level of abstrac-
tion where multiple fracments interact with each other. The emerging properties
are the ones that we are interested in verifying. How they are established is less
important as long as we can quantify their probabilities.

By enabling verifiable software, the objectives of the fractionated software
kernel are similar to those of a separation kernel [67] and robust partitioning



[68] in integrated modular avionics. The fractionated software kernel, however,
is conceptually distributed over many nodes and exploits distribution to achieve
a new dimension of decoupling, diversity, and redundancy. Each node could be
running a separation kernel, but this may not be necessary in highly fractionated
systems where sufficient probabilistic separation guarantees between fracments
are provided by their random distribution over the nodes and hence by the
distributed nature of the system alone. Like a separation kernel, the fractionated
software kernel should be minimalistic so that trust in it can be established
once and for all with acceptable cost. The fracments will be required to be self-
coordinating so that global coordination, a bottleneck, and a potential point of
failure in component-based approaches to fault tolerance, would not be needed.

To exploit distribution, the kernel will also provide minimal but robust net-
working capabilities so that, disregarding possible networking delays, local frac-
ments can interact with nonlocal fracments just as if they were local. The in-
teraction will be delay tolerant and no upper bounds on delays will be assumed
because network disruptions (including intermittent or episodic connectivity)
are assumed to be part of the normal operation. To ensure maximal decou-
pling between the fracments, the interactions will not be direct (unlike remote
procedure calls and the message-passing paradigm used for instance in today’s
service-oriented architectures) but rather enabled by partially ordered knowl-
edge sharing. The idea, which has been successfully used in sensor networks and
in disruption-tolerant networking (DTN), specifically in our work [75], is that
each node has a local knowledge base, which local fracments can access and
which is shared across the network using a peer-to-peer knowledge dissemina-
tion protocol. A general framework, which serves as a prototype to experiment
with the partially ordered knowledge-sharing model, has been presented in [42]
and used as the basis of a distributed logical framework in [74]. This loosely
coupled paradigm resembles that of a distributed blackboard (generalizing the
well-known blackboard paradigm for multiagent systems) and distributed tuple
spaces (e.g., [61]) with the important difference that no global coordination and
no consistency guarantees are required. Instead, fracments are engineered to be
delay insensitive and tolerant to inconsistent and incomplete knowledge. Similar
to the paradigm of content-centric networking [79], the fracments operate at a
level of abstraction in what might be called a knowledge-centric approach, where
they are not concerned with protocols and message flow (and resulting synchro-
nization problems) but only with the question of how to use the knowledge once
it becomes available.

In a fractionated networked system, software fracments solving the same or
similar problems will be distributed over the networked nodes with a suitable
degree of diversity and redundancy. Various approaches developed for software
fault tolerance [78, 54] can be utilized and combined to achieve diversity of frac-
ments, in particular distributed n-way redundancy and n-version design [12].
We additionally propose to use randomization (exploiting both non determin-
ism and concurrency) as an important source of diversity. Individual fracments
should be self-checking [54] (in a rigorous sense) but thanks to fracment diversity



and redundancy do not have to be self-correcting. Nevertheless, checkpointing,
restart, and recovery block techniques [78, 54] can be used locally at the fracment
level to improve robustness, but not at the distributed system level, where in-
consistent knowledge is accepted as a normal operating condition. Furthermore,
diversity does not have to be confined to the implementation level. Fracments
(e.g., parameterized by complexity levels) that can accomplish similar functions
with possibly different resource requirements are also desirable and have the
advantage of providing not only diversity but also a potentially continuous high-
dimensional trade space for system optimization. In spite of each individual frac-
ment being bound to a fixed location, this approach with transparent knowledge
sharing leads to location independence of the function provided by the fracments
as a group. Note that this approach does not rely on any form of code or agent
mobility (such as [61], which comes with its own set of problems, especially in
networks that are dynamic and unreliable).

We envision fractionated software to be continuously maintained and evolving
at runtime. In fact, complex and expensive future systems (such as fractionated
satellites) may not only be deployed incrementally but design and deployment
will likely become concurrent incremental activities to enable risk and cost reduc-
tion through partial deployment and early testing. Hence, beyond the addition
of new nodes, the fractionated software kernel needs to support removal and in-
stallation of software fracments on existing nodes without system interruption.
Since a new fracment will typically be installed remotely (e.g., from a ground
station in the case of a satellite network) and on many nodes, the dissemina-
tion of fracments can utilize the same mechanism that is used to disseminate
knowledge. Clearly, an asynchronous system cannot be upgraded globally in one
step, but with a sufficient amount of diversity and redundancy an incremental
distributed upgrade should be possible even without risking the interruption of
an ongoing mission.

2.2 Reflective Simulation Capability

To support runtime assurance and related techniques efficiently we envision that
a reflective simulation capability will be directly built as a layer on top of the
fractionated software kernel. In our context, reflection means that software frac-
ments and their encapsulated hardware are reflected as models that can support
reasoning and optimization activities. Models are not constrained to a single
level of abstraction. Furthermore, models can be executable and can themselves
be viewed as fracments that can be composed to larger models. Executability of
models is essential to enable the predictive runtime verification techniques dis-
cussed in the next section. Computational reflection is a well-known concept in
computer science that has many applications [55]. It has been successfully imple-
mented as part of the Maude system [16]. The importance of runtime reflection
as an enabler of traditional (monitoring-based) runtime verification for safety-
critical systems has already been recognized [50]. Here, we propose to generalize
runtime reflection to open distributed systems, to multiple levels of abstraction,



and to use it systematically as a basis for the implementation of a wide range of
runtime assurance techniques.

3 A Declarative Foundation for Cyber-Physical Systems

A logical framework should serve as a uniform declarative interface to all capa-
bilities of the NCPS. At the same time it should provide a semantically well-
founded way to represent, manipulate, and share knowledge across the network.
The logical framework should also serve as a basis for abstract models that
take the form of logical theories and are continuously adapting to new incoming
knowledge resulting from local or nonlocal observations.

3.1 Distributed, Quantitative, and Scalable Logical Framework

Various kinds of knowledge need to be expressed including models, facts, goals,
and proofs — i.e., derivations of goals from facts. In NCPS, facts can represent
sensor readings at specific locations, and goals can represent queries for infor-
mation or requests to actors or actuators to perform certain actions. Although
there are cases where a goal can be directly satisfied by a single local action, it
is typically the case that distributed actions are needed and the more relevant
feedback will be conveyed via a feedback loop through the environment. Such
indirect feedback can consist of facts (representing observations) from multiple
sensors that together can measure the progress toward reaching the original high-
level goal. As a consequence, rigid top-down or bottom-up approaches are not
sufficient for NCPS. Furthermore, models can have many different flavors rang-
ing from precise physical models to qualitative commonsense models, and can
include approximate and partial models of the real world based on observations.
Combinations of different flavors are usually needed. For instance, a satellite as
part of a network could utilize an approximate model for network connectivity
combined with a precise orbit model based on Kepler’s laws and knowledge gath-
ered by active exploration (e.g., beaconing for neighbor discovery) and passive
observations (e.g., attitude determination).

A Logical View of Cyber-Physical Systems Apart from a few notable excep-
tions such as cyberlogic [66], it is interesting to note that the distributed nature
of today’s problems is rarely considered in the design of logical frameworks. For
cyber-physical systems it is essential, since carrying out proofs may require coop-
eration across multiple nodes. In many cases, goals and facts cannot be matched
locally. Consider an example of gathering certain information from a particular
area under observation (e.g., from a sensor network on the ground that is part
of a global network of UAVs and satellites). In an interest-driven routing proto-
col, such as directed diffusion [38], a node expresses interest for specific data by
sending requests into the network. Data matching the interest is then drawn to-
ward the node from which the interest originates. From a logical point of view, a
goal, representing an information request, is injected and disseminated through



the network. The goal is a logical formula expressing that the information needs
to be of the required kind (content subgoal) and be delivered at the requesting
node (delivery subgoal). A fact representing the presence of information at the
source will match or satisfy part of the goal — namely, the content subgoal. Now
there is an incentive to route the partially satisfied goal with the requested con-
tent toward the interested application, since this will incrementally increase the
degree of satisfaction of the overall goal and eventually complete the distributed
proof. In other words, an interest-driven routing and many similar processes can
be seen as distributed proofs and optimization strategies that try to bring facts
and goals together.

To serve as a formal framework for NCPS, the logic must have the capability
to express degrees of satisfaction so that both search and optimization become
instances of a generalized notion of deduction. As a starting point, we propose
to use a version of first-order logic with equality, real arithmetic, and degrees
of confidence. The specific application domain will be reflected in the back-
ground theory relative to which the reasoning takes place and can also influence
the search, reasoning, and optimization strategies employed at the higher layers
(see Section 4). Due to the resource-constrained nature of many cyber-physical
systems, trade-offs between expressiveness and efficiency need to be considered
and a scalable logic — i.e., a logic with sublanguages and inference systems of
adjustable complexity — would be the ideal solution. The language needs to
go beyond propositional and Horn clause logic, since a functional sublanguage
representing cost and utility functions with discrete and continuous parameters
and functional parts of the models will be essential. Furthermore, predicates
with discrete and continuous parameters are important to support predicate
abstraction [31]. To support functional computation as part of reasoning and
optimization strategies, the logic should be equipped with operational semantics
— e.g., based on conditional term rewriting similar to that of equational specifi-
cation languages such as Maude [16], which is key to combining abstract logical
models with an efficient notion of execution.

The logical view of NCPS allows us to recast information collection, control,
and decision problems as logical problems that are primarily centered around
the duality of two kinds of knowledge: facts and goals. Various classes of dis-
tributed algorithms can be declaratively expressed using this duality. Proactive,
data-driven, or optimistic algorithms are mostly concerned with the establish-
ment of new facts from existing facts, hoping to satisfy the goal but considering
it as a secondary aspect. Reactive, demand-driven, or pessimistic algorithms are
primarily goal oriented, meaning that during their execution new subgoals are
established based on existing goals, which eventually can be directly established
using the facts. It is noteworthy, however, that many interesting practical algo-
rithms (e.g., hybrid routing for sensor nets) are a mixture of different paradigms.
Hence, in our logical framework, both facts and goals need to be treated on an
equal footing together with corresponding forward and backward inference rules.

Toward a Robust Logic of Degree and Uncertainty A logical model is an instance
from a fixed model class represented by a common background theory. In most



applications, we are concerned with incomplete information, and the model of
the real world is not entirely characterized. Hence, we are almost always con-
cerned with an entire class of models that are consistent with the facts to various
degrees. Apart from the natural incompleteness of knowledge due to partial ob-
servability, many sources of uncertainty exist in cyber-physical systems, includ-
ing environmental noise, measurement errors, system perturbations, sensor and
actuator delays, and clock drift. Networked systems exhibit further sources of
uncertainty caused by delayed, outdated, incomplete, or inconsistent knowledge.
Furthermore, uncertainties play a natural role in information fusion and proba-
bilistic algorithms. The consideration of a class of models also allows standard
logics to represent certain aspects of uncertainty, but the degree of uncertainty
is not explicitly represented. A natural solution would be to use an instance
of many-valued logic [30] that is sufficiently constrained to be consistent with
common probabilistic [22, 24], stochastic [17], and quantitative interpretations
[81]. To enable expression of priorities between goals or their relative impor-
tance (e.g. to differentiate between hard and soft constraints), we furthermore
need weighted formulas.

In cyber-physical systems, models, facts, and goals are continuously chang-
ing. Therefore, it will be essential to design a robust logical framework that
can gracefully, incrementally, and efficiently deal with such changes. One pos-
sible approach is to maintain proofs explicitly at a suitable level of abstraction
— e.g., as partial orders (as opposed to sequential proofs) capturing all depen-
dencies between facts and goals. Proof maintenance will take advantage of the
locality of changes and hence can improve the efficiency of automated deduc-
tion and constraint solving/optimization. For instance, an explicit partial-order
representation of dependencies enables more sophisticated search and optimiza-
tion strategies, such as conflict-driven backtracking and logical state composition
strategies that do not assume centralized control (see Section 4.2).

Depending on the nature of changes, proofs can either remain valid, require
local adjustments, or become entirely invalid. Clearly, the former case is pre-
ferred, which is why we suggest complementing proof maintenance with a notion
of proof robustness that, when used as an optimization criterion, allows us to
avoid fragile proofs whenever possible. Proofs can be fragile because they are
based on rapidly changing or unstable facts or because they lack redundancy.
Consider, for instance, the goals of maintaining network connectivity or sensor
coverage. Clearly, proofs representing solutions that rely on stable facts about
the neighborhood of a node are preferred. Furthermore, in dynamic environ-
ments, proofs can be carried out in a robust way that instead of relying on
an individual fact, which could become a single point of failure, relies on an
abstraction — e.g., a disjunction of independent facts representing coverage or
connectivity via several neighbors that remains invariant under a larger set of
network perturbations.



3.2 Model Synthesis and Adaptation via Distributed Monitoring

Models in our approach come in two flavors — namely simulation and logical.
Simulation models are executable and represented by a set of software fracments.
Such fracments can be direct reflections of implementation fracments, but they
can also represent a more abstract version of the implementation. Additional
simulation fracments can capture executable models of the environment of the
NCPS, which for instance includes node mobility and networking capability.
Logical models are represented by a background theory together with facts that
further narrow the relevant class of models, — e.g., by fixing or constraining
model parameters. Depending on its level of abstraction, a logical model can
have an underlying executable model.

In most cases, the models cannot be fully characterized in advance and can
change while the system is in operation, which is why model adaptation is an
essential ingredient of our architecture. Models (or their characteristic parame-
ters) are shared just like other forms of knowledge, and this process is subject to
the limitations of network connectivity and bandwidth, which leads to additional
possibilities for delays, incompleteness, and inconsistencies.

Model synthesis and adaptation go hand in hand. Lacking other knowledge,
the system can start with a default model (e.g., a single node cluster/constellation
in our satellite application), which is incrementally refined during operation of
the system. Knowledge can be passively accumulated by observations — e.g.,
from cyber-physical sensors — while the system is executing its primary func-
tion or mission, or it can be actively pursued by exploration, which may require
physical actions. Often, combinations of the passive and active modes of model
adaptation will be needed for acceptable performance with low exploration over-
head. The specific exploration strategy is part of the system strategy so that
trade-offs between exploration and exploitation of knowledge can be expressed as
part of the overall system goal. The trade-offs between exploration and exploita-
tion (of accumulated knowledge) are well known in the context of reinforcement
learning [76], but are more challenging in our context due to constraints imposed
by the model and goals, by resource limitations, and by the distributed nature
of NCPS. In the case of satellites, even a relatively minor form of physical ex-
ploration by means of orbit adjustments can require significant resources (e.g.,
energy, time) and can be in conflict with the primary goal (e.g., maintenance of
network connectivity). Network beaconing or probing (for node discovery or per-
formance estimation) can be seen as another less expensive form of exploration
of the environment.

In addition to these trade-offs at the strategy level, there are trade-offs that
need to be considered when developing the models themselves. Even logical mod-
els can be executable in a sense. In fact, suitable abstract models can take
advantage of the fragment of logic that supports symbolic execution, efficient
deduction, search, and optimization. In the context of model adaptation, there
is another reason why abstract models are often preferable as a basis for sys-
tem control. In principle, models can try to precisely capture the reality such as
mechanical models of motion or the path loss models used for wireless commu-



nication, but the parameter estimation needed to adapt such models to reality
can be expensive or infeasible given the amount of data and sensing capabilities
of cyber-physical systems. Indeed, in machine learning the notion that precise
system identification is necessary for best performance has mostly been rejected
[13]. Adaptation of simpler models has the advantage of requiring fewer data
points, but predictions will be necessarily less precise. Still simpler models of-
ten lead to superior performance, because their lack of precision is compensated
for by their robustness under noise and their capability to generalize to new
situations.

4 A New Generation of Runtime Assurance Techniques

A major hurdle in traditional system verification is the explosion of possible
cases to consider due to lack of knowledge at design time about the particular
system state or configuration at runtime. The flexibility offered by dynamic
reconfiguration and retasking further exacerbates this problem. Furthermore, the
typical NCPS we are interested in should support unanticipated missions which
means that even the specification is not known at design time. To tackle these
problems, we propose validation, synthesis, and verification techniques that can
take place at system runtime when the best possible knowledge about the system
state and the mission goals is available. Such runtime assurance techniques can
exploit the knowledge about the current system state to focus the verification
on what is currently relevant or relevant in the near future. Due to their very
focused nature, the potential for state space explosion is significantly reduced
and the savings in terms of resources can be substantial.

To avoid confusion, we should point out that the techniques we propose as
research opportunities are significantly more dynamic than ongoing research in
the field of (monitoring-based) runtime verification [51, 1, 11]. This area is not
so much concerned with shifting design-time methods to system runtime, but
mostly with a much more specific problem — namely, the construction of effi-
cient (possibly distributed) monitors for a given fixed property. The property is
known before the system is instrumented for monitoring, and it remains fixed
during system runtime. Instead of considering self-verifying systems, the ver-
ifier is usually external to the system that is monitored, or more precisely is
assumed not to have an impact on its behavior, an assumption that we cannot
make for the resource-constrained systems in which we are interested. Further-
more, the properties of interest are expressed in a relatively weak temporal logic
and intended to capture only specific aspects (e.g., null-pointer dereferencing or
race conditions) of a software system. These state-of-the-art runtime verification
techniques can be used offline (at design time) and online (during normal system
operation). They have been implemented in various frameworks, such as Pathex-
plorer [65], Eagle [5], and MaC [47], and have been very successful in finding
subtle software bugs. Most current techniques appear to be focusing on the code
level. Interesting and notable exceptions are the component-based architecture
[6] and AMOEBA-RT [27], which can verify adaptation properties of systems



that transition between different regimes. Unfortunately, these techniques are not
sufficiently expressive and dynamic for our purposes, where system properties
and goals are very complex and constantly evolving. The approach [29] of using
runtime monitoring to correct the global dynamics of systems (UAV swarms in
this case) evolving according to the local rules of an artificial physics model is
quite close to the spirit of fractionated software, except that the assumption of
a global view and global control needs to be relaxed.

4.1 Probabilistic Runtime Testing and Verification

We sketch several new runtime testing and verification techniques that can pro-
vide probabilistic assurance that current and future states of the system satisfy
the system goals. These can include specific mission goals, intermediate goals,
and general or specific policy constraints and performance requirements. We en-
vision runtime testing and verification techniques to be invoked by higher layers.
Specifically, the distributed control and optimization strategy can be used to ver-
ify the violation or near-violation (e.g., by means of a slightly stronger property)
of critical properties at present or future states. The set of future states will
typically be bounded by a state- and property-dependent look-ahead horizon so
that state space explosion can be kept under control. Given that runtime ver-
ification can be invoked repeatedly on the trajectory of the system, a tightly
bounded look-ahead horizon is acceptable as long as it is sufficient to take cor-
rective actions if the need arises. Runtime verification needs to be complemented
by just-in-time validation (see Section 4.4), which will be applied at longer time
scale.

Randomized Symbolic Verification The most basic form of runtime verification
without prediction can focus all resources on the present state. It uses the formal
model together with the current goal to detect violations or near violations of
critical invariants. The verification will typically involve global system proper-
ties, but it will be based on local knowledge (about local and remote states and
about the state of the environment). As an extension of the basic technique,
we propose to take into account the imprecision or lack of knowledge about the
global state of a distributed system. To this end, one might consider performing
runtime verification on a (symbolically represented) envelope (i.e., set of states)
around the system state derived from the best knowledge available. Efficient
symbolic SMT (satisfiability modulo theories) solving techniques such as those
used in Yices [20] and efficient symbolic computation and deduction by condi-
tional rewriting (modulo theories) as in Maude [59, 16] are mature technologies
on which to build on. If the symbolic representation reaches a certain complexity
threshold, probabilistic assurance can be obtained by lifting the basic verification
techniques to the set of states using sampling techniques. Each sample can be an
entire symbolic region (a possibly infinite set of states) so that high coverage can
be achieved with a relatively small number of samples. This probabilistic use of
symbolic solvers opens a rich set of possibilities that to our knowledge have not



been investigated in the past. Other very promising approaches to the integra-
tion of logic and sampling-based analysis techniques are Markov Logic Networks
[64] as, for instance, implemented in the Probabilistic Consistency Engine [3]
(PCE), which can be used to quantify the probability that a property holds or
that the system is in a certain state (e.g., based on partial observations).

Dynamic Runtime Model Checking A complementary direction is to exploit the
time dimension by using available computational resources to predict the fu-
ture evolution of the system up to a certain time horizon, which needs to be
short enough to avoid state space explosion. One category of prediction-based
assurance methods would use model checking at runtime. Model checking can be
directly applied to executable logical models as the Maude LTL model checker
[23] demonstrates. Some early work exists on runtime model checking of safety
properties for multithreaded programs [86], which incorporates interesting ideas
on dynamic partial-order reduction (to further reduce the state space to be ex-
plored). There is also work on guiding a model checker based on a runtime
analysis of programs [35], and a next consequent step would be to perform both
analysis and model checking at runtime. Lifting these ideas from program code
to higher levels of abstraction is an opportunity worth exploring. Model checking
would be performed locally but based on the continuously adapting models of
local and nonlocal behavior. Since the time horizon is limited, bounded-model
checking techniques, which can be implemented using efficient SAT solvers,
would be of interest as well. Furthermore, statistical model checking techniques
[48] that can deal with probabilistic models (e.g., represented as Markov chains)
and probabilistic properties could be applied at runtime. A major challenge with
all these approaches is to develop efficient runtime algorithms that can scale with
the available resources and to explore how model checking can be distributed
(some ideas from [72] about distributing formulas can be useful in this context)
and take advantage of the fractionated nature of our systems.

Dynamic Directed Monte Carlo Analysis Simulation-based methods for dis-
tributed systems are well suited for quantitative analysis, but since they do not
provide full coverage, they are inherently probabilistic in nature. Monte Carlo
techniques can be used to account for imprecision of models and of the global
state. The advantage of using such techniques at runtime rather than design
time is the potential for a much more directed application exploiting the addi-
tional knowledge available, which directly translates into resource savings and/or
precision improvements. Furthermore, by generalizing statistical verification via
hypothesis testing, the number of samples can be dynamically adjusted based
on the actually required confidence that may be known only at runtime. Black
box statistical model checking generalizes hypothesis testing to temporal prop-
erties [73, 88], has been extended to quantitative properties [80], and has been
applied to verifiable cross-layer adaptation in our own work [44, 43]. In a frac-
tionated architecture, Monte Carlo techniques such as these will naturally scale,
and the precision improves (or alternatively the local load will be reduced) with
the number of nodes. Several unexplored extensions of this scalable simulation-



based approach will also be of interest. First, the use of the current state as a
starting point can be relaxed, by focusing the verification on interesting, critical,
or recurring states. Machine learning techniques could acquire such states (and
their distribution) during the lifetime of the system. Monte Carlo simulations
on such states can then be continuously executed in the background, possibly
controlled by resource availability. Monte Carlo simulation can furthermore be
biased to explore performance extremes (runtime stress testing), rare (e.g., black
swan) events, or high-risk situations (based on runtime risk assessment). Markov-
Chain Monte Carlo (MCMC) techniques, which are at the core of PCE [3], are
of interest as well due to their capability to efficiently sample from complex joint
distributions. By making the temporal dimension explicit in the model, a tool
such as PCE can also be used to perform temporal analysis (with a reasonably
short look-ahead horizon).

Integrating Formal Methods and Simulation Given that deduction, model check-
ing, and simulation-based techniques each have their own advantages, a natural
question is if these approaches could be integrated into a single hybrid runtime
verification technique. One possibility is through executable formal methods such
as Maude [16], an idea that we explored under the name formal prototyping in
the context of fault-tolerant middleware [33] and security [28]. Another unex-
plored possibility is based on a notion of abstraction. An abstraction essentially
replaces subsets of system states by representatives so that the complexity of
verification is further reduced. Given such an abstraction we can use simulation-
based techniques to evaluate the performance of a system in each abstract state
(or a relevant subset) by using detailed simulation models. Model checking and
similar formal methods can then take place at the abstract level, and verify
properties such as if a certain level of performance can always be maintained in
certain situations that can be expressed logically. A more intelligent integration
might trigger the underlying simulation on the fly only for states that the model
checker explores. Furthermore, the number of samples could be determined by
the required confidence level, which essentially means that resources are directed
to the properties that matter. It should also be noted that model checking can
naturally be used as part of a deductive system [71] and hence fits naturally with
the higher-layer runtime assurance techniques that we will discuss subsequently.

Adaptive and Probabilistic Runtime Abstraction We have seen that runtime as-
surance can greatly benefit from knowledge that is not available at design time.
Learning the reachable or relevant states of the system is just one dimension
to exploit. A second dimension is concerned with the problem that the proper-
ties that need to be verified may become available or sufficiently concrete only
at runtime. A third orthogonal dimension is to use runtime information to de-
termine and adjust at runtime the level of abstraction where other techniques
are applied. For instance, the combination of model checking with abstraction
[15] has attracted a lot of attention for the purpose of design-time verification.
Finding the right abstraction, however, is not easy, and currently done by re-
peated model checking with counterexamples-guided refinement. Without being



confined to model checking, a yet unexplored but related idea of violation-driven
refinement could be used at runtime to choose a suitable level of abstraction for
monitoring properties of interest. Runtime techniques would furthermore enable
an alternative and more efficient approach to learning or synthesizing abstrac-
tions from observations of real system dynamics. The key idea is that states with
similar observable properties at runtime do not have to be distinguished even if
there is a theoretical possibility that they behave differently under some condi-
tion that the system will never reach. More generally, verification techniques can
benefit from a notion of probabilistic runtime abstraction, where the correctness
of the abstraction (and corresponding abstract models) is empirically established
with quantifiable probability and confidence.

Resource- and Situation-aware Runtime Assurance Based on the environment,
available resources, or timing, one may employ different runtime verification
strategies. A flexible, fractionated architecture together with model-based dis-
tributed control and optimization strategies can facilitate switching among them.
The general idea is to focus on features that matter in a particular situation but
also partition the resources between the primary function of the system and
the different runtime assurance techniques in a way that takes into account the
various trade-offs in this space. For example, when a system (e.g., a spacecraft)
is launched for the first time, one may allocate more resources for performing
runtime monitoring, testing, and verification to ensure that the system functions
properly. At a later stage, when the system has run for some time without is-
sues, one may reduce the frequency or depth of runtime assurance to conserve
resources or to reallocate them for other purposes. Another example of situation-
aware runtime assurance is that the amount of runtime monitoring, testing, and
verification (e.g., of security policies) performed may depend on perceived threats
(e.g., attacks from adversaries). Based on the threat level, one may reconfigure
the system to deploy a more comprehensive monitoring posture and, possibly
additional, what may be called defensive fracments.

Learning from Failures and Near Failures Failures of software fracments and vi-
olations of properties at runtime, even if corrected, can tell us a lot about future
risks. Near failures and near violations (whether they are determined with or
without prediction) are another possible source of critical states that should not
be ignored. Reachable and critical states (and possibly their distribution) can
be learned at runtime and analyzed in the background using directed runtime
simulation and verification techniques. However, there is another unexplored op-
portunity here — namely to learn how to recognize similar critical situations and
use runtime state avoidance techniques to circumvent them in the future (at least
during a critical mission). The distributed learning of such states can happen as
a generalization of distributed monitoring, which is needed in a mission-critical
system for many reasons, but in particular to guide the continuous maintenance,
improvement, and evolution of the system over its lifetime and over future gener-
ations. More generally, machine learning (especially statistical learning theory)
is an area with a rich set of techniques that can contribute to new runtime



assurance techniques in many ways (e.g., learning of specifications and model-
based prediction), but we have touched upon only a few examples due to space
limitations.

4.2 Model-based Distributed Control and Optimization

System control and optimization in NCPS is challenging. The control of runtime
assurance techniques and the consideration of the trade-offs of potential adapta-
tions and countermeasures must be performed in context of the overall system
goal, in which quantitative aspects will typically play an important role. Tradi-
tional optimization techniques that strive for optimal solutions based on precise
models are not suitable for most NCPS, where models have many dimensions
of uncertainty, and optimality in the strict sense is neither desirable nor achiev-
able. What is needed in practice are strategies to find acceptable and robust
solutions, sufficient to achieve the goal while taking into account the limitations
of the models and available resources.

On the other hand, the fractionated nature of our system offers many ad-
vantages including fault tolerance, distributed sensing, coordinated actions, and
inherent parallelism for computational processes that should be exploited not
only for the primary function of the system but also by the runtime assurance
techniques, and in particular the control and optimization strategies. Clearly, a
top-down decomposition of the overall goal in a divide-and-conquer fashion is
not a viable approach, because solutions may require ad hoc cooperation across
layers and across nodes. This and related problems of strictly layered approaches
have led to the recent trend of cross-layer design and optimization in network-
ing (and especially sensor networks). Among other sources (see Section 6), our
xTune architecture for cross-layer control and optimization based on the run-
time application of formal methods has served as an inspiration for the following
ideas.

Closely related to the idea of combining runtime verification and model-based
control is the area of model predictive control also known as receding horizon con-
trol. In a discrete setting, it has been successfully applied, for instance, in NASA’s
Livingstone [83], a kernel for a self-reconfiguring, reactive, and autonomous sys-
tem. It combines model-based diagnosis and a propositional controller, an idea
that has been further generalized to model-based programming in [82], based
on a language that can be compiled into hierarchical constraint automata. An-
other model-based architecture that was the basis for our framework [18] for
goal-oriented operation of remote agents [62] is JPL’s Mission Data System [21],
a unified flight-ground control and data system. Protection against faults and
dealing state uncertainty are noteworthy features. None of these architectures,
however, were aiming at loosely coupled, highly distributed and fractionated
NCPS that lead to many new challenges as we explain below.

Control and Optimization as Logical Strategies Mathematically, the logical frame-
work and its underlying fractionated computing paradigm allow a rich set of
conceivable behaviors that need to be constrained to a subset that satisfies the



system objectives. We suggest developing strategies that control and optimize
the operation of NCPS based on its declarative representation in the logical
framework with the idea that the generated control actions are correct by con-
struction. These strategies will be resource-aware and adaptive. For example,
in homogeneous scenarios, our strategies can exploit the parallelism of many
nodes so that resource consumption at each node can be low. In heterogeneous
cases, they can exploit powerful or energy-rich nodes that perform heavy com-
putations so that low-power nodes can save their resources. Nodes will try to
share knowledge and cooperate while communication conditions are good, but
if communication is impaired or disrupted, nodes will tend to operate more au-
tonomously. If knowledge including facts, goals, and solutions can be shared
using a framework based on partially ordered knowledge sharing such as [42],
the location of computations is flexible to a large degree and limited only by
the communication and node capabilities. A distributed logical framework that
could serve as a basis for this approach is currently being explored in [74] and
[46].

Ideally, the strategy exploits parallelism inherent in search and optimization
problems, by allowing nodes to sample the search space independently. Unlike
numerical approaches, sampling can be done symbolically, by randomly gener-
ating new subgoals that represent entire regions of potential solutions in a finite
way. The sampling heuristics can be biased by a nonuniform distribution to ex-
press locality and preference for solutions that can be reached more easily or with
lower cost. In addition, the cost of reaching a solution can be explicitly quantified
and constrained by the system goal. The best stable solution will be shared op-
portunistically across the nodes and is ultimately used to drive the local actions
of NCPS. The symbolic sampling strategy explores the search space of potential
solutions, but conflicts can arise, possibly after several subsequent reasoning or
constraint-refinement (i.e., narrowing down the solution region) steps performed
using the logical framework. Conflicts can manifest themselves either as logical
inconsistencies or nonacceptable solutions. One possibility to deal with conflicts
is by local randomized backtracking driven by the conflict itself, exploiting the
dependencies maintained by the underlying logical framework. A randomized
approach to search and optimization tends to avoid redundant computations
(i.e., the same computation at several nodes) under cooperative conditions, but
would not rule out redundant computations that are essential for progress if
nodes need to operate autonomously.

In traditional approaches to planning and optimization, the process termi-
nates when an acceptable solution is found and leaves it to lower layers to take
the actions to implement and fine-tune the solution. NCPS, however, need to be
continuously controlled and optimized. The continuous optimization will con-
sider the most recent known state of the distributed system and hence can
quickly adapt to changing facts and goals. Even if actions have been already
taken toward the transition into an acceptable solution region, a significantly
better solution might emerge either because the solution was not explored until
now due to computational resource limitations or because it arises due to new



unexpected conditions, including failures preventing the system from reaching
the solution it was aiming at in the first place.

Abstraction as the Key to Robustness and Composability A logical approach to
optimization would also enable the composition of (partial) solutions. Rather
than aiming at a numerical point solution each node narrows down the goal to
one or multiple solution regions represented by logical formulas. If two nodes
establish connectivity, the goals will be composed by a logical conjunction re-
sulting in a goal that semantically corresponds to the intersection of solutions
acceptable for both nodes. The approach can be generalized to entire groups of
nodes that merge due to a network topology modification. There is a natural
connection between abstraction, robustness, and composability. Composability
is enabled by a suitable level of abstraction that avoids over-constrained point
solutions. In other words, solutions are robust enough to accommodate, at least
to some degree, the needs of other nodes. The use of an abstract solution region
reduces the likelihood of conflicts in the case of composition, but clearly cannot
exclude this possibility entirely. Conflicts caused by composition can be treated
just like any other conflicts arising during search and optimization.

4.3 Distributed On-demand Deductive Synthesis

Techniques to synthesize software based on a declarative specification have a long
tradition in what is sometimes called automated software engineering. NASA’s
Amphion [53] is one of the well-known projects where automated synthesis has
had a large impact in the reduction of labor-intensive software engineering ac-
tivities. The Amphion system, which is still in use at NASA today, generates
scientific programs as a composition of subroutine libraries. Since synthesis is
based on deduction in a sound logic, in this case the first-order logic of the
SNARK [2] automated theorem prover, the solutions are correct by construc-
tion.

As with the other proposed techniques, we propose to shift the synthesis
process to system runtime. More specifically, we propose on-demand synthesis
whenever a new mission or policy goal requires a solution that cannot be imple-
mented by a single (coordinated) action but requires a certain degree of plan-
ning with intermediate goals. The solution would consist of a set of activities or
components suitably instantiated, parameterized, and composed to achieve the
overall goal. The bigger challenge is, however, to perform the synthesis, like con-
trol and optimization, in a process that exploits the loosely coupled fractionated
computing paradigm, and furthermore the solution generated by the synthesis
should be distributed in the same sense.

To illustrate the logical inferences in a distributed deductive synthesis pro-
cess, consider a greatly simplified example of intelligent surveillance. Assume
that each satellite in a fractionated system is equipped with only one kind of
capability, either a high-resolution camera or a motion sensing capability that
is implemented on the basis of measurements received from a sensor network on
the ground. Assume that predicates Motion(a, t) and Pattern(a, t) are true if



a movement or a particular pattern has been detected in an area a at time t
(approximately). Assume furthermore that Image(I, a, t, t′) means I is an im-
age of area a taken in the interval t, ..., t′, and Delivered(I, r) means that the
information I has been delivered at r. Now the following goal is injected at a
ground node r:

Motion(a, t) ∨ Pattern(a, t)⇒

∃I : Image(I, a, t, t+∆t) ∧Delivered(Extract(Abstract(I)), r)

It expresses that an image needs to be taken of a specific area a with maximum
delay ∆t after a motion has been sensed or a visual pattern has been recognized.
The image then should be delivered to r after abstraction and feature extraction.
After the goal is disseminated in the network, each node tries to solve the goal.
Let us now assume that a node above area a generates a fact Motion(a, t) that
can be used by another node that is monitoring that area and is equipped with
a high-resolution camera to simplify the goal to

Image(I, a, t, t+∆t) ∧Delivered(Extract(Abstract(I)), r)

so that the only way to make progress is to take an image i to satisfy Image(i, a, t,
t+∆t) leading to the remaining goal

Delivered(Extract(Abstract(i))), r)

Let us assume that the abstraction i′ = Abstract(i) can be performed imme-
diately after taking the image but feature extraction will be performed at a
more powerful node, say at the ground station, because it is computationally
expensive. This node will then simplify

Delivered(Extract(i′), r)

after performing the computation i′′ = Extract(i′) to Delivered(i′′, r), which
can be incrementally solved by moving Delivered(i′′, r) closer to r, the request-
ing ground node, where it is finally realized by a delivery action.

A similar but more detailed example of a logical theory for distributed surveil-
lance using a team of mobile robots can found in [74]. In spite of its simplicity,
this example exploits three dimensions (computation, abstraction, and commu-
nication) of distributed computing, and yields a solution that is synthesized on
the fly and correct by construction based on the soundness of the underlying
logical framework. It furthermore illustrates the combination of logical infer-
ence and partial evaluation and their generalization to the distributed setting
in which goals and facts can be bound to actions at different locations in the
cyber-physical world. In a more complex example, we might easily imagine that
Motion(a, t) and Pattern(a, t) cannot be satisfied using the current distribution
of nodes so that some nodes will have to adjust orbits to achieve sufficient cover-
age of area a. Clearly, this opens a rich trade space of possible solutions, which
can be tackled by the combined capabilities of distributed deductive synthesis
and the distributed control and optimization strategies discussed previously.



4.4 Predictive Just-in-time Validation

It is well-known (but often forgotten) that the correctness of a system w.r.t. its
specification is not sufficient to guarantee that the system operates as expected
and is suitable for a given mission. The problem is that a high-level specifi-
cation of the system goals, even if it is declarative and far less complex than
the implementation, is complex enough that it is difficult for humans to judge
whether it captures their intent. Inconsistencies (e.g., logical contradictions in
the extreme case) or incompleteness (e.g., missing key properties) are very com-
mon. Hence, verification needs to be complemented by validation techniques that
can increase the users’ confidence in the specification. Clearly, another level of
verification relative to even higher-level specifications cannot be the answer, be-
cause the fundamental problem would be just postponed. Instead, we propose
a simulation-based approach, which includes the runtime assurance techniques
of all layers and as motivated earlier would be executed just in time, whenever
the system goals are modified as a consequence of user interactions. Just-in-time
validation has the advantage that the specification can be very specific to a
particular mission, eliminating many possible use cases of the system that are
simply not relevant. Thanks to its simulation-based nature, the results of the
validation will be quantitative rather than simple yes/no answers. Quantities
are not limited to probabilities of properties being satisfied but can include ex-
pected performance metrics and bounds. Furthermore, counterexamples in terms
of property-violating (or just risky) executions can be fed back to the user who
then has many options to respond, ranging from adjusting or replanning the
mission to reallocating resources or scaling up the system capabilities (e.g. by
additional launches in the case of a fractionated satellite mission). Since the
simulation is performed by the highest layer, it may include the execution of
the embedded runtime assurance techniques, and as a consequence its coverage
and capability to detect problems is higher then that of conventional simulation
techniques without embedded verification.

Predictive just-in-time validation has to cover the entire distributed system as
well as all layers of the architecture with a time horizon that covers or is at least
representative for the entire mission. Hence, predictive just-in-time validation
can be computationally resource intensive and probabilistic simulation-based
techniques are preferable. Given that mission validation can be time critical,
the parallel nature of probabilistic simulation techniques will be an important
advantage. As with all runtime assurance techniques, a fractionated software
architecture leaves a lot of freedom regarding where the actual simulation is
carried out. In case of a networked satellite mission, it would make sense to
utilize a computing grid on the ground to perform a large number of such sim-
ulations around an approximation of the current state of the system, which is
always available by means of adaptive models. In other words, we continuously
maintain a virtual approximation of the real system that is used for just-in-time
validation whenever the system needs to be configured for a new mission. Clearly,
multiple concurrent overlapping missions by multiple users of the cyber-physical
infrastructure are particularly interesting, because the effects of sharing limited



resources will be predicted by the validation process, and the injection of a new
mission into the system may be rejected because of resource limitations.

Since predictive just-in-time validation can also be applied at design time
(although at a higher computational cost due to the more limited knowledge
about the future system state and configuration), it should be general enough
to subsume existing validation and performance evaluation techniques, namely
discrete-event (network) simulation and hardware-in-the-loop simulation tech-
niques. The current practice is still centered around the use of a variety of sim-
ulation tools (such as Mathlab, Qualnet, or the STK satellite modeling toolkit)
to capture different aspects of the system under evaluation. However, the diver-
sity of tools and their different levels of abstraction often leave a significant gap
between the real system and the model that is evaluated. Keeping the simula-
tion models in sync with the actual code is a labor-intensive and failure-prone
task and the confidence that the simulation captures all important aspects is
usually based on experience and subjective judgment. In our proposed reflec-
tive architecture, simulation models are first-class concepts, so that runtime and
design-time validation and evaluation can use the same set of models, which at
the lowest level of abstraction can be identical to the actual implementation,
thereby reducing the modeling gap.

5 Illustrating Example: Fractionated Satellite Networks

Consider a network of fractionated satellites that has already been deployed in
space and needs to be retasked rapidly, i.e., within hours, for surveillance of a
particular geographic region during a crisis. To accomplish this, the satellites
need to perform coordinated orbit adjustment maneuvers to provide sufficiently
good coverage of the areas of interest with a frequency that satisfies the mission
requirements. Specifically, we chose a primary goal, such as the collection of
information (e.g., images) from a particular area, that can be achieved only
by actively morphing and expanding the network topology — e.g., by tethering
(stretching the network in a particular direction) possibly with some redundancy
to reduce the likelihood and duration of disconnections. Various essential policy
and system goals concerning sensor coverage, network connectivity, or energy
consumption can be active at the same time in addition to the primary user
objective.

Now suppose there exists a (previously) unknown bug in the image processing
software that manifests itself when it processes data pertaining to a very small
number of (geographical) coordinates. Using runtime verification, the satellite
may be able to discover the bug and take corrective actions to avoid the problem.
Specifically, based on the current coordinate of the satellite and its trajectory,
the runtime verification system discovers that the image processing software fails
when it reaches a certain coordinate. The satellite finds several possible solutions
to mitigate the problem. First, the satellite may change its trajectory to avoid
the problematic coordinate. Second, the satellite may stop functioning temporar-
ily when it reaches the problematic coordinate, while having other satellites to



handle the area it is supposed to cover. Third, the satellite has another imple-
mentation of the image processing software module that does not have the bug,
and the satellite replaces the faulty software with it. After evaluating the costs
and benefits of the options, the satellite chooses the most cost-effective one.

Several variations of this sample mission would lead to more challenging test
cases pushing runtime assurance techniques to their limits. Hardware and soft-
ware fracments could be instrumented to fail continuously with unusually high
rates during the mission (simulating a combination of software and hardware
faults), and the high-level system objective and performance still needs to be
maintained without interruption by agile system adaptation. Also, the dynamic
improvement of the capabilities by launching new nodes, as well as simulated
network partitioning, merging, perturbations, and the loss of nodes, is a rich
source of test cases for system robustness. Other possibilities include consider-
ing more complex system goals with partially conflicting multiuser objectives,
policies, and corresponding trade-offs. In addition to energy, system goals can
involve timing constraints, quantification of QoS and robustness (e.g., of net-
work connectivity), and consideration of risks (e.g., of losing nodes) and options
(e.g., flexibility to react to new mission goals). Finally, the resource-adaptive dis-
tributed operation in a nonhomogeneous global network — e.g., a combination
of small satellites, UAVs, a ground sensor net, a ground station network (with
fixed and mobile nodes), and powerful grid nodes in the Internet — would be
an ultimate test case in system-of-systems interoperation.

6 Background and Related Work

For an up-to-date overview of our ongoing work on Networked Cyber-Physical
Systems and a large body of background literature that is beyond the scope of
this paper we refer to [63]. In the following we limit ourselves to a few selected
research directions and projects that had a significant influence on our suggested
approach.

Delay- and Disruption-Tolerant Networking (DTN) and Sensor Networks DTN
[25] enables communication in challenging environments where many NCPS are
deployed. Underwater sensor networks [32], wildlife tracking [58], vehicular net-
works [52], satellite networking [39], and interplanetary deep space networking
[10] are just a few examples demonstrating the wide range of applications. By
combining network caching and routing on an equal footing, DTN can over-
come intermittent connectivity, such as in highly dynamic networks of mobile
nodes or in sensor networks that are scheduled for energy efficiency. Space-Time
Adaptive Networking Architecture (STAN), which we have recently proposed as
a small-footprint solution for small satellite networks (such as those based on
the Cubesat [77] platform), further improves upon existing DTN architectures.
STAN is a true cross-layer architecture that leverages adaptive and predictive
models for intelligent power-management, caching, and routing. The example
used in this paper captures several interesting aspects of DTN and STAN if



applied to fractionated satellite networks. In a limited form, some of the ideas
proposed as research opportunities in this paper are present in our earlier work in
the context of DTN. For instance, our reflective routing algorithm [75] increases
the probability of delivery based on a reflective and predictive logical model
of the distributed system. Furthermore, a special kind of runtime abstraction,
coined self-organizing abstraction, of dynamic networks has been used in our
recent work to increase performance of disruption-tolerant routing.

Constraint Solving, Optimization, and Distributed Approaches The borderline
between constraint satisfaction and optimization has mostly disappeared due to
the need to judge the quality of solutions for efficient search. Recent advances in
SAT solving also show that logical approaches to SAT solving can be naturally
extended to optimization problems such as MaxSAT [49] and MiniMaxSAT [36],
which supports weighted clauses. Much progress has been made on moving from
propositional logic to more expressive fracments of first-order logic as witnessed
by recent SMT solvers such as Yices [20]. Unlike this line of work, which aims at
completeness and optimality, our approach aims at sufficiently good results for
more expressive fracments of first-order logic and our quantitative extension. In
spite of their limited expressiveness, modern SAT/SMT solvers became powerful
enough to realize the idea of viewing planning as a satisfiability and optimization
problem [41, 34]. Some evidence that higher expressiveness can be very practical
with acceptable trade-offs is provided by our work on software-defined radios, in
which we developed a policy logic and a constraint-based reasoner for dynamic
spectrum access [84].

Some recent research has been conducted on parallelizing SAT solving [7],
GridSAT [14] being one implementation. In earlier work, randomized backtrack-
ing has been proposed as a mechanism for a parallel Prolog implementation [40].
These parallel approaches are mainly concerned with performance gain, possibly
fault tolerance, but do not cope with the inherently distributed nature of the
problem, which is crucial in many NCPS.

It seems, however, that distributed algorithms offer this promise. Distributed
constraint satisfaction (DisCSP) and optimization (DisCOP) problems have been
investigated in the context of multiagent systems [87]. Some common algorithms
are distributed versions of their centralized counterparts, like local annealing
[26], distributed hill climbing [56], distributed stochastic search and distributed
breakout [89], or ADOPT [60], which performs distributed depth-first backtrack-
ing based on a fixed variable ordering. One of the most interesting algorithms
is OptAPO [57], which is not simply the adaptation of a centralized algorithm,
but is based on a dynamically selected mediator, which internalizes a larger
part of the problem and helps to solve conflicts. In spite of their asynchronous
nature, all algorithms use classical multimessage protocols. A bigger problem is
that the DisCSP/DisCOP assumptions (finite domains, reliable communication)
are not satisfied for many NCPS. Nevertheless, there are interesting aspects of
DisCSP/DisCOP solutions with potential to generalize. For instance, the idea of
mediation-based cooperation has served as another source of inspiration for our
loosely coupled approach, where every agent internalizes (part of) the problem



and can therefore act as a mediator and disseminate the new solution state. The
difference is that in our approach this happens opportunistically (and using an
expressive logical framework) rather than as part of a multimessage mediation
protocol.

Compositional Cross-layer Optimization It is widely accepted that cross-layer
optimization, e.g., involving physical, medium access, and routing layers, is a key
technology for resource-efficient networking. The idea of using formal methods
at system runtime has recently been applied to compositional cross-layer opti-
mization [45] in the context of the xTune framework [85]. In xTune, we have the
classical optimization objective of finding suitable parameter settings at each
component based on a utility function capturing the effectiveness of the settings
relative to the user and system objectives. For example, utility can be a function
of energy consumption, timeliness of operation, quality of service, bandwidth
demand, and buffer capacity requirements. In xTune, we achieved cross-layer
optimization by constraining the behavior of local optimizers working at all
abstraction layers (application, middleware, operating system, hardware archi-
tecture) that are connected by a vertical composition. Each local optimizer uses
the other optimizer’s refinement results as its constraints. Thus, the constraint
language serves as a common interface among different local optimizers, leading
to improvements of solution quality, robustness, and speed of convergence. Com-
positional optimization through constraint refinement enables a controller to co-
ordinate existing local optimizers, which can accommodate different objectives,
by treating them as black boxes. The control and optimization strategies that
we discussed in this paper can be seen as a generalization of the compositional
constraint-refinement approach to include horizontal composition capturing the
distributed nature of NCPS.

Constraint-based optimization can be entirely generic or guided by a model
of the system to optimize. Aiming at the latter case, we can build on our expe-
rience with probabilistic runtime analysis [44] and tuning of abstract cross-layer
models [37, 45, 43] specified in the formal modeling framework Maude [59, 16]
that is based on the notion of executable specifications. Statistical analysis tech-
niques have also recently been integrated into our cyber-application framework
[42]. In this paper, we propose to move from purely local reasoning, statistical
analysis, and model checking techniques toward distributed compositional tech-
niques that integrate randomization and symbolic reasoning. Compared with our
earlier work [45] the constraint language would become part of an expressive log-
ical framework that can support strategies for distributed cooperative constraint
refinement.

7 Conclusion

It is our belief that traditional techniques for the verification and validation
of complex distributed software systems are trapped in an unsatisfactory local
optimum, and significant progress is possible only by fundamentally rethinking



the way distributed software is designed. Today’s distributed software, in the
best case, is based on a rigid composition of relatively tightly interacting coarse-
grained components. This makes the entire system prone to low-level faults of
many different kinds, and the sheer number of possibilities to consider (not only
due to faults) makes verification and validation prohibitively expensive. The
discrete and nonscalable nature of conventional software makes it furthermore
difficult to build trustable distributed systems that are adaptive and dynamically
reconfigurable in a flexible manner. The intuition behind fractionated software
is to transform software into a more fine-grained, more continuous form (figura-
tively speaking, more like a flexible fluid than a rigid composition of bricks) that
like biological systems leverage diversity and redundancy to achieve a high level
of robustness against low-level faults. As a by-product, fractionated software can
also be better distributed, scaled, controlled, and optimized especially as part of
NCPS that need to interact with the continuous physical world.

The biggest challenge in moving from the traditional coarse-grained to ex-
tremely fine-grained concurrency with self-coordination is the overhead asso-
ciated with the mapping of a large number of small concurrent computation
threads and their interaction on today’s computer and network architectures.
First experimental results with a prototype implementation of our partially or-
dered knowledge-sharing model have been reported in [42]. This prototype makes
use of thread pools, shared memory and multicast capabilities of the network to
support a large number of distributed fracments. Using a case study of evolu-
tionary optimization algorithms we evaluated the scalability of our model using
a small number of PlanetLab multi-core hosts, but the granularity of concur-
rency needs to be further decreased to approach the vision of truly fractionated
software. At the same time the number of fracments will increase, and technical
solutions (ideally at the OS level) need to be developed to more efficiently map
a large number of threads to a large number of computing cores connected at
various levels (ranging from shared memory to potentially unreliable network-
ing technologies). Considerations of efficient use of caching (in the precense of
a large number of threads) as well as low-overhead networking protocols that
implement the knowledge-sharing paradigm in a more direct way would be im-
portant to explore in the future.

Once a foundation for fractionated software is available, trustable systems
can be built by applying suitable verification and validation techniques at the
right level of abstraction and at the right time. We have argued that the right
level of abstraction for such systems is the macroscopic level of system prop-
erties rather than the microscopic code level that is encapsulated in software
fracments, which becomes nearly invisible if the degree of diversification and re-
dundancy is sufficiently high. The right time is the system runtime for the flexible
mission-critical systems of interest, when the best possible knowledge is avail-
able. Hence, we have suggested numerous research opportunities for new runtime
assurance techniques that cover the entire spectrum from validation to synthe-
sis, verification, and testing. Different from today’s practice, which mostly relies
on subjective judgment, confidence in critical properties should be probabilis-



tically quantified, whether empirically or through models, should be explicitly
maintained, and needs to flow through the system along with the invocation of
assurance techniques at runtime.

An explicit declarative representation not only of the mission objective, poli-
cies, intermediate goals, and performance requirements, but also of the NCPS
and its models, is a key feature of our suggested approach, because it allows us
to use runtime techniques to generate solutions or actions that are correct by
construction. We view correctness as just one dimension in a high-dimensional
trade space among many other performance metrics, and we accept that it can
be achieved at reasonable cost only by a dynamically balanced set of techniques.
Hence, it is essential that distributed control and optimization strategies steer
the application of runtime assurance techniques as part of the primary system
function in a rational way, enabling the system to operate and respond based on
available resources, performance goals, and trade-offs. As a illustrating example
we have used the mission-driven operation of a fractionated satellite network
because it comes with many facets and challenges, especially in terms of fault
tolerance and dynamic reconfigurability, that are far beyond the scope of today’s
verification and validation techniques.

With the idea of fractionated software we are prepared to exploit the grow-
ing trend of distributed and parallel hardware, e.g., in the form of large-scale
networks of powerful many-core (rather than multicore) processors. With frac-
tionated software we would also be prepared for a possible future where hardware
becomes much less reliable — e.g., due to further miniaturization down to the
nanoscale or, more speculatively, where reliability is given up completely as a
hardware design goal in favor of extreme parallel performance and/or energy
efficiency. On the other hand, a much more concrete opportunity can be found
in the domain of our proposed case study. For reliability reasons, spacecraft are
usually based on previous generation low-performance processors (often radia-
tion hardened), but the combination of fractionated hardware and fractionated
software, which does not rely on the reliability of its fracments, would open an
entirely new space of exciting possibilities in terms of cost and performance.
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